Received: 14 February 2020

Revised: 9 August 2020

Accepted: 24 August 2020

| IET Image Processing

DOI: 10.1049/ipr2.12035

ORIGINAL RESEARCH PAPER

|
_— The Institution of
I | T En;inneselrirl:g;oar;g Technology Wl LEY

Classification of breast mass in two-view mammograms via deep

learning
HuaLi' | JingNiu' | DengaoLi®*®* | Chen Zhang'
! College of Information and Computer, Taiyuan Abstract

University of Technology, Taiyuan, China
2 College of Data Science, Taiyuan University of
Technology, Taiyuan, China

3 Shanxi Engineering Technology Research Center
for Spatial Information Network, Taiyuan, China

Correspondence
Dengao Li, College of Data Science, Taiyuan Univer-
sity of Technology, Taiyuan, China.

Email: lidengao@tyut.edu.cn

1 | INTRODUCTION

Breast cancer is the second deadliest cancer among women. Mammogtaphy is an impor-
tant method for physicians to diagnose breast cancer. The main purpose of this study is
to use deep learning to automatically classify breast masses in mammograms into benign
and malignant. This study proposes a two-view mammograms classification model consist-
ing of convolutional neural network (CNN) and recurrent neural network (RNN), which is
used to classify benign and malignant breast masses. The model is composed of two branch
networks, and two modified ResNet are used to extract breast-mass features of mammo-
grams from craniocaudal (CC) view and mediolateral oblique (MLO) view, respectively.
In order to effectively utilise the spatial relationship of the two-view mammograms, gate
recurrent unit (GRU) structures of RNN is used to fuse the features of the breast mass
from the two-view. The digital database for screening mammography (DDSM) be used
for training and testing our model. The experimental results show that the classification
accuracy, recall and area under curve (AUC) of our method reach 0.947, 0.941 and 0.968,
respectively. Compared with previous studies, our method has significantly improved the
petformance of benign and malignant classification.

Cancer is a2 worldwide public problem. Among cancer cases in
women, breast cancer has the highest incidence [1]. According
to the statistics from the American Cancer Society, by 2020,
there will be about 276,480 new cases of breast cancer in
women, accounting for 30% of new cases of cancer in women
[2]. If it can be detected early in the onset of breast cancer, the
patient’s five-year survival rate will increase by 70% compared
to advanced cancer [3]. Therefore, the early detection and treat-
ment of breast cancer is extremely important for patients.
Mammogtaphy has become the most widely used and effec-
tive detection method for breast cancer because of its low cost
and satisfying medical requirements [4]. Physicians get the diag-
nosis result mainly through the analysis of mammography, but
the result is easily affected by the subjective experience and
fatigue of physicians. In addition, because the features of breast
masses are not obvious in the early stage, even for experienced
physicians, it is still a challenging work to diagnose by mammo-
grams. So it is very necessary to use computer aided diagno-

sis (CAD) system to help physicians make a diagnosis. Relevant
research shows that a reliable CAD system can help physicians
make correct judgments and effectively reduce the burden of
patients [5].

The traditional method for breast mass classification is based
on pattern recognition. First, features are extracted from mam-
mograms manually, and then the extracted features are input
into machine learning classifier for classification [0]. Although
the traditional pattern recognition method has made some
achievements in mammogtrams classification, this method relies
on the artificially designed characteristics of researchers and lack
the ability of autonomous learning. Convolutional neural net-
work (CNN) is a method that can effectively overcome this
shortcoming. It can automatically select and extract features
from images and has achieved excellent performance in the field
of natural image analysis. Therefore, CNN has attracted the
attention of many researchers and they have tried to apply it
to the analysis and diagnosis of medical images, such as lung CT
image [7], brain MRI image [8], and thyroid ultrasound image
[9]. In the field of medical image analysis, some researchers
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have started using CNN to diagnose breast masses [10]. We can
divide these studies into two parts: Classification studies based
on the whole mammograms and breast-mass patches.

At the beginning of the study, the researchers tried to apply
CNN directly to the classification of the whole mammogram.
Zhang et al. [11] evaluated the classification performance of
two classic CNN models, AlexNet and ResNet50, on the whole
mammograms. They use two strategies of data augmentation
and transfer learning to improve the classification performance
of the model. Similarly, Wang et al. [12] compared the classifi-
cation performance of AlexNet, VGG16 and ResNet50 in the
whole mammogram and conducted experiments on three cut-
rently popular public databases. In order to accelerate the con-
vergence rate of the CNN model and improve the classifica-
tion performance of the CNN model, they used a pre-trained
network as a feature extraction network. Li et al. [13] used the
Inception structure to construct a new CNN model DenseNet
II to classify benign and malignant mammogram. The advan-
tage of the Inception structure is that it contains multiple scale
convolution kernels, which can pay attention to the information
of different scales of the image. Agnes et al. [14] also adopted
the multi-scale convolution strategy to realise the classification
of the whole mammogram. They used three different convolu-
tion kernels in each convolution layer to extract deep features,
so that the network can pay attention to a wider range of image
information. However, the size of the whole mammogram is
usually 5000 X 3000 pixels. The input image of CNN is gen-
erally with small size. Large size mammograms directly resize
into small size mammograms and will lose many useful features.
Smaller breast masses may even become invisible, severely lim-
iting the classification performance of the model. In addition,
some researchers are exploring the research on segmentation of
the whole mammograms. One way is to segment the pectoral
muscle and breast region [15]. This method can segment the
breast region from the image, reducing the interference of the
image background and pectoral muscles on the network feature
extraction performance. Another way is to automatically seg-
ment the lesion area from the whole image [16], which provides
more accurate feature information for further classification of
the lesion area.

In order to improve the problem of using the whole mam-
mograms to classify benign and malignant breast cancer, some
researchers cropped the mass patches from the whole mam-
mograms, and use the mass patches to classify breast cancer.
The classification performance is improved by using different
training strategies and integrating different network models.
Arora et al. [17] proposed a two-stage classification system. In
the first stage, five parallel CNN structures such as GoogleNet,
ResNet18, and Inception are used to extract features from
breast-mass patches, and the five extracted feature vectors are
concatenated into one feature vector. In the second stage, they
trained a neural network to classify mammograms. The main
work of Sun et al. [18] is to compare the classification perfor-
mance of three different networks for breast-mass patches. In
addition, they also compared the classification results of the
random and the pre-trained initialisation weights of the CNN
model. The experimental results show that the pre-trained

ResNet50 has achieved the best classification results in the
DDSM database. Chougrad et al. [19] hope to improve the
classification performance of breast images through fine-tuning
of the network. The experiment found that Inception v3, which
only fine-tuned two convolutional blocks, achieved the best
results in the breast masses classification task. Some researchers
have found that using a single image patch will ignore some
useful information and limit the classification performance.
So, they hope to overcome this difficulty by extracting multiple
image patches.

Compared with the whole mammogram, more mass features
can be extracted from the mass patch, which improves the
network performance. However, the characteristic information
contained in a single image is often limited. Some researchers
try to improve classification performance by extracting features
from multiple image patches. Lotter et al. [20] cropped two
different-scale patches of the lesion area from the whole mam-
mograms. Two ResNets with the same structure are used to
extract the features of the two mammogram patches, and the
extracted features are fused to achieve the classification of mam-
mograms. Li et al. [21] proposed a two-path neural network
model, one path is used to extract the features of breast lesion
patches, the other path is used to extract the features of segmen-
tation mask maps, and finally the features extracted by the two
paths are connected to achieve the classification of lesions.

In clinical practice, mammography usually has two views
called axial and lateral. They are called the craniocaudal (CC)
projection and the mediolateral oblique (MLO) projection. Usu-
ally, the lesion area will appear in two different mammograms
at the same time, but the features displayed are slightly differ-
ent. Physicians usually need to combine two mammograms of
the same breast to make a judgment about the lesion. How-
ever, most researchers only use a single-view mammogram to
classify breast cancer, and it is often difficult to achieve a good
response to the true classification results. Focusing on mammo-
grams from two-view at the same time can extract more lesion
features, which helps to improve the classification performance
[22].

In recent years, the research of recurrent neural network
(RNN) has provided more space for the improvement of CNN.
RNN is also an important branch of deep learning research field
[23], which has significant advantages in dealing with sequence
data, and is widely used in video, signal, and text data. Recently,
some researchers have tried to combine CNN and RNN for
image classification. Moitra et al. [7] proposed a method com-
bining CNN and RNN to automatically classify lung cancer
images. Li et al. [24] used a model combining CNN and RNN to
analyse brain MRI images. They used the model to analyse the
features of the left and right hippocampal image patches to diag-
nose Alzheimer’s disease. We have noticed that analysing images
with spatial relationships through RNN can effectively improve
the feature extraction ability and improve the classification per-
formance of the model.

In this study, we made improvements to address the current
research problems. We propose a two-view neural network (TV-
NN) model to improve the performance of breast mass classifi-
cation. Our contributions are the following:
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FIGURE 1

Benign and malignant mammograms of breast cancer. (a) and (b) are benign, (c) and (d) are malignant, two views are craniocaudal (CC) and

mediolateral oblique (MLO), L and R represent left and right, respectively. The red circle shows the location of the breast mass

1. We combined a deep separable convolution and a resid-
ual block to propose a based classification CNN (BC-
CNN), which can effectively reduce network parameters
and increase network speed. We used two-path BC-CNN to
extract features of mammograms from CC view and MLO
view, respectively;

2. we combined CNN and RNN to analyse two-view mam-
mograms. The BC-CNN model is used to extract two-view
mammograms features, and the features are fused through
the RNN’s gate recurrent unit (GRU) model to achieve effec-
tive use of spatial features;

3. we verified the proposed network pre-training method and
proved the effectiveness of this pre-training method;

4. we used the DDSM database to verify the TV-NN model
and obtained good results. Finally, the area under the ROC
curve (AUC) was 0.968, the accuracy was 0.947, and the
recall was 0.941.

2 | DATABASE

The mammography images used in this article are collected
from the digital database for screening mammography (DDSM)
[25] database. The database can provide material for the
research of computer aided diagnostic system, and at present
DDSM is widely used in the research field. DDSM database
is divided into four types of data: Cancer, normal, benign and
benign without callback. There are 2620 cases available in 43
volumes, including 12 normal, 15 malignant, 14 benign and two
undiagnosed volumes.

Each case of DDSM contains mammograms from two dif-
ferent views of the left and right mammograms (left CC (LCC),
left MLO (LMLO), right CC (RCC), and right MLO (RMLO)).
The location, shape, margin, benign and malignant of the lesion
is also provided. Figure 1 shows the images of benign and malig-
nant breast mass from two-view on the left and right sides.

In the DDSM database, the physicians’ diagnosis information
is contained in an OVERLAY file. The diagnosis information
includes the lesion type, breast density, and the chain code of
the lesion area segmentation. We converted the original LJPEG
format to PNG format, and extracted the coordinates of the
outermost boundary point of the lesion area from the annota-
tion file.

2.1 | Image normalisation

Normalisation [20] not only can accelerate the convergence
speed and increase the accuracy of the model, but also alle-
viate the scattered feature distribution in the deep network to
some extent. It makes the training of deep network easier and
more stable, so that the training can use a large learning rate.
At present, standardisation has become the standard of neural
network training.

In general, we will normalise the characteristics of the input
sample to make the data normally distributed (mean 0, standard
deviation 1)

O E (x) M
Var (x)

where £ (x) is the mean of samples and 4/ Var(x) is the standard

deviation of samples.

2.2 | Image patch extraction

In the DDSM database, each case contains a detailed label by
the physicians, which contains the coordinates of the boundary
area of the mass. According to the physicians’ annotation, we
constructed a rectangle by attaching the outermost point of the
mass boundary, and we used the centre of the rectangle as our
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FIGURE 2
angle containing the breast mass is a, centre is point o, we cut the area containing

Image patch extraction. The longest side of the smallest rect-

the breast mass with a square centred on the point o and side length 2a

extraction centre. In order to ensure that the shape of the mass
plaque image does not change when it is input into the network,
we set a square crop area. Figure 2 shows the patch extraction
strategy of the mass. To enable the CNN to pay attention to
the information around the mass, we set the side length of the
extracted area to twice the length of the longer side of the rect-
angle. Because the pixel values of the regions of interest that are
manually extracted atre different, in order to facilitate the training
of the network, we resize the pixel values of the image patches
to 512 X 512.

2.3 | Data division

The DDSM database contains a total of 891 cases of masses,
including 970 masses (522 benign and 448 malignant masses).
We divide all the masses into 10 subsets according to the pro-
portion, each of which contains 97 masses. Among them, the
first eight subsets contain 52 benign and 45 malignant masses.
The ninth and 10th subsets contained 53 benign and 44 malig-
nant masses, respectively.

2.4 | Data augmentation

Deep learning requites a lot of data to ensure accuracy and pre-
vent overfitting, Data augmentation was been given to increase
the number of data in the case of few mammograms. Because of
the positional correlation between CC and MLO, we only con-

sider the use of flip and translation strategies for data enhance-
ment. We enhance the data of the 10 subsets according to the
following strategies, and the enhanced data still belongs to the
original subset.

2.4.1 | Flip
We flip the original images according to the following image
flipping strategies: (a) The CC image is flipped up and down, and
the MLO image remains unchanged; (b) the CC image is flipped
left and right, while the MLO image is also flipped left and right.
The flipped images are then extracted according to the image
patch extraction strategy in Section 2.2. Here, we consider the
flipped mass image patch as a new mass. By flipping, we expand
the data by three times.

2.4.2 | Translation

In order to achieve the robustness of position, we translate the
image extraction area up, down, left and right by 10% to obtain
more patches. At the same time, we randomly combine the
five patches extracted from the CC image and the five patches
extracted from the MLO image to form five pairs of two-view
mammograms. Therefore, by translation, we expand the data by
five times.

It should be noted that the nature of mass has not changed
after data augmentation. Through the above two strategies, the
data can be expanded to 15 times of the original. A total of
14,550 pairs of two-view mammogram patches were obtained,
of which 7830 were benign and 6720 were malignant.

3 | METHOD

We proposed a TV-NN classification model. First, feature
extraction of two-view mammograms (CC and MLO) on the
same side was carried out on BC-CNN, and then the features
extracted were fused by RNN. Finally, images were classified
into benign or malignant ones. Figure 3 is the specific process
structure of TV-NN.

The proposed method is divided into the following steps:

a. Two breast mammograms from two-view were input into
BC-CNN, respectively, and the features were extracted.

b. In order to fuse the features of the two-view mammograms,
the features of BC-CNN extracted from the two-view mam-
mograms were, respectively, input into the recursive neural
network.

c. The fused features of RNN were Input into the softmax layer
for classification.

3.1 | Basic structure of CNN

In this study, residual block was combined with deep separable
convolution to apply a new network structure called the inverted
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FIGURE 3

The overall architecture of the two-view neural network (TV-NN). The first step is data preprocessing, the breast masses were extracted from the

whole mammograms from two views. The second step is feature extraction, based classification convolutional neural network (BC-CNN) extracts the characteristics

of breast masses (BC-CNN is our proposed classification-based convolutional neural network). The third step is feature fusion, input of the extracted breast masses

features into gate recurrent unit (GRU) structure for feature fusion

residual block. A new network structure based on BC-CNN is
proposed.

3.1.1 | Residual block

As the plain network gets deeper and deeper, the classifica-
tion results become worse, and the gradient disappears [27],
leading to slower network convergence and worse classification
accuracy. ResNet proposed a residual learning [28] method to
improve this situation. ResNet solved the problem of disappeat-
ance of gradient return by introducing cross-layer linkage, mak-
ing to train very deep CNN become simple. The compatison
between traditional network connections and cross-layer resid-
ual connections is shown in Figure 4.

The rectified linear (ReLLU) activation function is used after
the convolution operation to increase the non-linearity of the
model. If the input is less than zero, the ReLLU outputs zero.
Else, the output equals the input. The formula of ReL.U func-
tion is as follows:

R (x) = max (0, x) @)

ReLU
H(x) F(x)+x <
conv conv

} ReLU F(x) } ReLU X
conv conv

X X

‘Plain’ layers Residual Block

FIGURE 4

naty network connections, the residual block adds cross-layer linkage

‘Plain’ layers (left) and tesidual block (right). Compared to ordi-

3.1.2 | Depthwise separable convolution

Depthwise separable convolution [29] is divided into depthwise
and pointwise convolutions. Each convolution kernel of the
standard convolution performs the convolution with the data
of all channels. Convolution kernel of the depthwise separable
convolution performs the convolution only with one channel.
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FIGURE 5
depthwise separable convolution. Depth separable

Ordinary convolution and

_convolu.tion solves th§ traditional _com.'olution Ordinary
integral into a depthwise and a pointwise .
convolutions (1 X 1 convolutional) convolutional
depthwise
convolutional
pointwise
convolutional

conv 1x1, Linear

conv 1x1, Linear

A

T Dwise 3x3,
Stride = 2, ReLU

A

Dwise 3x3, ReLU

T

conv 1x1, ReLU

Stride = 1 block

conv 1x1, ReLU

A

Stride = 2 block

FIGURE 6
connected by a shortcut, on the right is the block with a stride of 2 to perform

Inverted residual block. On the left is a block with a stride of 1

down sampling operation

Pointwise convolution is correlated with feature maps obtained
by depthwise convolution. The detailed structure of depthwise
separable is shown in Figure 5.

3.1.3 |
structure

Inverted residual block network

In this study, depthwise separable convolution is applied to
residual structure instead of standard convolution operation in
residual structure. The use of 1 X 1 convolutions first reduces
and then increases the dimension of the feature map, and
extracts the features by a 3 X 3 convolution. In order to avoid
large information loss caused by ReLU to tensors with few
channels, the linear layer is used to replace the ReLL.U non-linear
operation. Figure 6 shows the network architecture of the resid-
ual block. Tensors with a small number of channels will lose
information using the ReLU function. So, the linear layer is used
to replace the non-linear operation of ReLLU.

M
D, e o o
Dl{
<«—N—>
I
D, e o o
Dl{ < M >
I
I <«—N—>
3.1.4 | Classification-based CNN

In this section, a BC-CNN was constructed using the inverted
residual block mentioned above. Table 1 shows the concrete
structure of the BC-CNN.

We input MLO and CC mammograms into two BC-CNNs
and removed the last full connected layer. We noticed that the
size of the extracted feature map was 8 X 8 X 1024. At this time,
we used the global average operation to simplify the image fea-
ture into a one-dimensional vector, which was input into the
recurrent neural network.

3.2 | Feature fusion based on GRU

There is a correlation between the two views of mammograms,
and each view combines information from the previous view.
The RNN has a unique structure which makes it very suitable
for handling information related to time or space [30]. The
features of two-view mammograms are spatially related. RNN
consists of three parts: Input, hidden and output units. The
emergence of Long Short-Term Memory (LSTM) [31] solves
the problem of gradient disappearance and gradient explosion
of RNN. The GRU [32] merges the forget gate and the inputs
into an update gate, while the network loops back and forth
only the output as a memory state. Inputs and outputs of GRU
are simpler than LSTM.

Features from two-view mammograms are fused by two
GRU modules. Al GRU modules share the same parameters.
The GRU function is shown in Figure 7. The classification
results are obtained by using the softmax activation function.
The formula is as follows:

softmax (x), = ﬂeXp& 3)
X exp (/)
where/ = 1,..., .
=0 (LV; : [/7;—1; X;]) ©
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TABLE 1  The description for BC-CNN architecture

Type/stride Filter shape Input size Output size Inverted residual block

Convl/2 3X3X32 512X 512X 3 256 X 256 X 32 -

Conv2/1 3X3X%X16 256 X 256 X 32 256 X 256 X 16 1

Conv3/2 3X3X%X16 256 X 256 X 16 128 X 128 X 16 1

Conv4/1 3X3X%X24 128 X 128 X 16 128 X 128 X 24 2

Conv5/2 3X3X%X24 128 X 128 X 24 64 X 64 X 24 1

Conv6/1 3X3X%X32 64 X 64 X 24 64 X 64X 32 2

Conv7/2 3X3X%X32 64 X 64X 32 32X 32X 32 1

Conv8/1 3X3 X064 32X 32X 32 32X 32X 64 2

Conv9/1 3X3X%X96 32X 32X 64 32X 32X 96 3

Conv10/2 3X3X%X96 32X 32X 96 16 X 16 X 96 1

Convll/1 3X3 X160 16 X 16 X 96 16 X 16 X 160 1

Conv13/1 3X 3% 320 16 X 16 X 160 16 X 16 X 320 1

Conv14/2 3X 3% 320 16 X 16 X 320 8 X 8x 320 1

Conv15/1 1x1x1280 8 X 8% 320 8 X 8x 1024 -

FC 8 X 8x 1024 1Xx1x1024 -

softmax

Notes: The network uses convolution with step size of 2 to replace the maximum pooling layer for subsampling,

h¢,

/

> he

FIGURE 7

N /

Xt
Working principle of GRU
= 0 (W [ho1,x]) ©)
B, =tanh (W', - [, % b1, %) (6)
b=(1=3) % b_j+z =1 ©)

Where [] represents the connection of two vectors and * repre-

sents the product of matrices.

3.3 |

Model-training strategy

Training of the proposed TV-NN network model includes the
pre-training of BC-CNN and the fine-tuning of GRU network

for specific classification task. In our implementation, the BC-
CNN model which extracts the CC image patches features is
pre-trained with enhanced MLO image patches. Similarly, the
BC-CNN model which extracts the MLO image patches fea-
tures is pre-trained with enhanced CC image patches. Then, the
pre-trained BC-CNN models ate fine-tuned with the enhanced
mammogram patches from CC and MLO, respectively. The
softmax function is used to connect the full connection layer to
the category label of the output. We fixed the parameters of all
convolutional layers, pooling layers and full-connected layer in
BC-CNN. Finally, the GRU parameters are fine-tuned by using
the two-view mammograms.

4 | EXPERIMENTAL RESULTS AND
DISCUSSION

In this study, we experiment with the pre-processed DDSM
database. The method is verified by contrast experiments, and
the evaluation method is given to further analyse the experimen-
tal results. All experiments were carried out using Python3.6 in
the PyTorch framework. The training and testing were done on
a PC equipped with a 16 GB core i7 CPU and two NVIDIA
Titan X GPUs, using the Ubantu18.04 system.

4.1 | Experimental setup

We use the method of k-fold cross-validation [33] to carry out
our experiments. Fach experiment selects k-1 subsets as the
training set and the remaining one as the testing set. The exper-
iment was carried out k times, and the corresponding accuracy
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rate was obtained for each experiment. The average of the accu-
racy of k experiments was calculated as the final accuracy. In
the experiment, Adam optimiser was used to update parame-
ters, and the cross-entropy function was used to calculate the
error. The learning rate was changed to one tenth of the original
one for every 100 epochs iterated, and the initial learning rate
was 0.001. The resize of the original picture after input into the
network was 512 X 512, a total of 300 epochs.

4.2 | Evaluation of metrics
For quantitatively analysing the experimental results, we used
several commonly used evaluation indicators, accuracy, recall
and receiver operating characteristic (ROC) curve. The evalua-
tion indexes are represented by true positive (TP), true negative
(TN), false positive (FP) and false negative (FN).

The following three definitions of evaluation indicators are

given:
B TP + TN g
ACCUAY = TP ¥ FP + TN + EN ®
TP
recall = TN )

The horizontal coordinate of ROC curve is false positive case
rate (FPR) and the vertical coordinate is true case rate (ITPR)

where FPR = —4— TPR = —o—
TP+FN TN+FP

4.3 | Comparative experiment and result
analysis

In this section, we set up different comparative experiments to
verify the feasibility of our proposed method. Ten-fold cross-
validation is used to evaluate the proposed model, and we have
divided all data into 10 subsets previously. We compared and
analysed different network models, pre-training methods and
different fusion strategies.

4.3.1 | Comparative analysis of different
network models

We used single-view and mix-view to analyse and evaluate the
performance of different networks. We tested three different
network structures, and Table 2 gives the relevant experimen-
tal results. We fine-tuned the original VGGNet and ResNet,
changed the output of the network from 1000 to two classifi-
cation, and compared with our proposed network BC-CNN in
mammograms classification. Compared with the previous net-
work, VGGNet uses a smaller convolution filter and deepens
the network to 16 layers. However, with the deepening of the
network, the gradient disappears. ResNet proposed a residual
learning unit to improve the problem and make the network
reach 152 layers.

TABLE 2
network model

Classification performance in single-view based on different

Evaluation Metrics

View Framework Accuracy Recall
CcC VGG 0. 877 0.868
ResNet 0.887 0.892
BC-CNN 0.891 0.897
MLO VGG 0.871 0.861
ResNet 0.882 0.889
BC-CNN 0.889 0.893
Mix View VGG 0.881 0.869
ResNet 0.891 0.892
BC-CNN 0.892 0.900

For VGG, ResNet and BC-CNN, we all used Gaussian ran-
dom distribution to initialise the parameters. All network mod-
els are experimented with the same settings. In the experiment,
each network was trained using breast-mass patches of CC and
MLO views. In addition, in order to verify that the two-view
mammograms can more effectively improve the classification
petformance of the networks, we mixed the CC and MLO
views’ breast-mass patches to train the networks, so that the net-
works can classify both two-view mammogram patches. From
Table 2, we can see that in the single-view image classifica-
tion task, compared with VGG and ResNet, the BC-CNN has
advantages in accuracy and recall, so BC-CNN has better classi-
fication performance. Although the network trained with mix-
view is superior to the single-view network, the difference is not
significant.

4.3.2 | Analysis of the results of network
pre-training

A major difficulty in medical image classification is that the
amount of data is small, and training a network from scratch
is often difficult to achieve good results. Related research shows
that the initialisation of parameters through pre-training of the
network can effectively overcome this problem [34]. Kooi et al.
[35] used the symmetry of the breast to construct a two-path
CNN to extract the features of bilateral image patches, and
realised the classification of benign and malignant lesions of the
breast. They proposed that the contralateral images can be used
to pre-train the network in future study, which is a novel way to
pre-train the network.

In this study, we proposed a two-path feature extraction net-
work, and we used a multi-view network pre-trained strategy in
our study. The strategy can be summatised as follows:

1. We use the mammograms from CC view to pre-train a BC-
CNN network, and use the mammograms from MLO view
to fine-tune the network. The fine-tuned network is used to
extract the breast-mass features from the MLO view.
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TABLE 3
based on single-view image

Results of random initialisation model and pre-training model

Evaluation Metrics

Method View Accuracy Recall

BC-CNN cC 0.891 0.897
MLO 0.889 0.893

Pre-trained BC-CNN cC 0.910 0.922
MLO 0.908 0.920

Notes: BC-CNN in the table means that Gaussian random distribution is used to initialise
weights, and pre-trained BC-CNN means that pre-trained model parameters are used to
initialise weights.

2. Similatly, we use the mammograms from MLO view to pre-
train another BC-CNN network, and use the mammograms
from CC view to fine-tune the network. The fine-tuned net-
work is used to extract the breast-mass features from the CC
view.

All experiments used the same data and experiment set-
tings in this section. Table 3 shows the results of benign and
malignant classification experiments for networks without pre-
trained and pre-trained networks. Regardless of the CC or the
MLO view, the classification performance of the pre-trained
network is better than that without pre-trained network. Fig-
ure 8 shows the accuracy curve of the pre-trained network
model and the network model without pre-trained in the train-
ing process. The classification accuracy curve of the CC view
breast-mass patches is given in Figure 8(a), and the accurate
classification curve of the MLLO view breast-mass patches is
given in Figure 8(b). It can be seen from Figure 8 that the pre-
trained model has better performance than the model without
pre-trained.

4.3.3 | Comparison of different image feature
fusion strategies based on two-view
mamimograms

According to the correlation characteristics of mammogtrams
from two views, we combined the features of the two views
to classify breast mass, and proposed a method for fusing the
features of two-view mammograms. The extracted features of
the two-view mammograms ate fused through the GRU mod-
ule. We used the pre-trained BC-CNN as the feature extraction
network for breast-mass patches.

The proposed classification model TV-NN used two BC-
CNNs to extract image features, and used GRU for feature
fusion. The experiments in this section follow the experimental
settings in Section 4.1 to train the model. Table 4 and Figure 9
show the classification results of each fold in the 10-fold cross-
validation of the model. Among them, Figure 9 shows variation
in the results of each fold. It can be seen from 10 experiments
that the accuracy and recall of the model classification fluctu-
ate between 0.937-0.954 and 0.934-0.949, respectively. Finally,
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FIGURE 8 Random initialisation model (blue) versus pre-training model

(red) based on a single perspective. (a) The accuracy curve from the CC view,
(b) the accuracy curve from the MLO view

average accuracy and average recall of the model are 0.947 and
0.941, respectively, and the standard deviations of the accuracy
and recall are 0.005 and 0.004, respectively. These results show
that the model we proposed is stable and reliable.

In recent years, some researchers are also exploring effective
multi-view feature fusion methods. In this section, we compared
our proposed strategy for feature fusion through GRU module
with the two commonly used feature fusion strategies, (a) and
(b), as shown in Figure 10 with (c) as our proposed fusion strat-
egy through GRU module.

a. Average score: Using two pre-trained BC-CNN branches to
extract image features from CC and MLO views. The last
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TABLE 4  Benign and malignant classification results of 10-fold cross-validation based on TV-NN

Folds 1 2 3 4 5 6 7 8 9 10 Ave
Accuracy 0.937 0.942 0.948 0.951 0.949 0.953 0.943 0.945 0.948 0.954 0.947
Recall 0.934 0.938 0.938 0.943 0.945 0.944 0.942 0.938 0.939 0.949 0.941

FIGURE 9 The classification results of TV-NN 0.

model in 10-fold cross-validation 0.

5o

; 0.

o 0.
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0

0

= 0
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fully connected layer of each branch outputs the benign and can improve the model’s classification performance, we added
malignant scores through a softmax function. We add the the single-view classification network for comparison. Both the
scores of the corresponding categories from the two net- single-view and the two-view classification networks use pre-
works and calculate the average as the final benign and malig- trained BC-CNN as the feature extraction network. It can be
nant scores. seen from Table 5 that the classification performance of the
b. Fully connected layer: Using the fully connected layer to con- three different two-view networks is better than the single-view
nect the last fully connected layer of two CNNs to obtain a network. Therefore, the classification performance of the net-
new feature vector. Using the pre-trained BC-CNN as a fea- work can be improved by two-view mammograms. The accu-
ture extraction network. racy and recall of the feature fusion method we proposed using
the GRU module are 0.947 and 0.941, respectively. Among the
Table 5 gives the experimental results of the three fusion three fusion methods, our proposed method has better classifi-

methods. In order to verify that use of two-view mammograms cation performance.
ouput.
1
Average result FC/Softmax Softmax
Softmax Softmax HE FC GRU —— GRU
| 1
CNN

(@) ' W

FIGURE 10 Three different ways of feature fusion (a) average the classification weights score of the two views, (b) features are fused through the fully connected
layer, (c) the features extracted from CNN are fused through GRU
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TABLE 5 Comparison of single-view and different two-view feature fusion methods
Evaluation Metrics
View CNN Model Fusion strategy Accuracy Recall
Single-view CcC Pre-trained BC-CNN - 0.910 0.922
MLO Pre-trained BC-CNN - 0.908 0.920
Two-view Pre-trained BC-CNN Average weights score 0.919 0.925
Pre-trained BC-CNN Fully connected layer 0.923 0.927
Pre-trained BC-CNN GRU (ours) 0.947 0.941
4.4 | Analysis of classification results of Lo f
breast masses based on TV-NN
Through the comparative experiment in Section 4.3, we have 08
the following conclusions. In terms of network structure, we
combined depthwise separable convolution with residual block 2
to propose BC-CNN. Compared with ResNet and commonly So6
-
used VGGNet, our proposed network structure reduced the =
2]
calculation parameters and improved classification performance 2
in single-view classification tasks. We verified the feasibility E 0.4
_traini i ini- [l
of tche pre-training method. CompaFefl with the randgmly ini TV-NN with pre-trained (proposed
tialised rrllodel., the proposed pre-training methgd can improve Fully connected layer
the classification performance of the model. Finally, we com- 02 | Average weights score result
pared the feature fusion method proposed by us with the other ——— TV-NN without pre-trained
two commonly used featute fusion methods. The experimen- BC-CNN with Mix-view
tal results show that our proposed way of using GRU fusion 0.0 L L L !
features has better performance in mammograms classification 0.0 02 04 06 0.8 Lo
False positive rate
task.
. In this S.CCtl(?n, we compared out pr(.)posed pre—tramed t\y()— FIGURE 11  Receiver operating characteristic (ROC) curves of different
view classification network TV-NN with four other two-view classifiers

classification networks. The four classification networks are the
BC-CNN network trained with mixed-view mammograms, the
TV-NN classification network without pre-training, and two
multi-view classification networks using the two feature fusion
methods mentioned in Section 4.3.3. We used ROC curves to
compare their performance. It can be seen from Figure 11 that
the TV-NN model without pre-training obtains better classifi-
cation performance than the BC-CNN using mixed mammo-
grams.

In addition, the ROC curves of the three pre-trained two-
view classification networks are higher than the TV-NN model
without pre-training. And it can be seen that the classification
performance of our proposed pre-trained TV-NN is signifi-
cantly higher than the other four classification networks. There-
fore, the proposed method can effectively improve the classifi-
cation performance of mammograms.

Considering that in the k-fold cross-validation experiment,
different values of k may affect the classification results of the
model, we therefore chose different k values (k = 3, 5, 6, 8,
10, 12) to experiment with the proposed TV-NN model. Fig-
ure 12 shows the accuracy and recall rate of the k-fold cross-
validation experiment of six different k values. It can be seen
from the experimental results that when the k value is 10, the
evaluation index of the model is optimal. And when the value

of k changes, the overall performance of the model changes rel-
atively smoothly, which shows that the model we proposed is
stable and has good generalisation. Figure 13 shows the accu-
racy curve of training and validation in k-fold cross-validation.

4.5 | Comparisons with state-of-the-art
mammograms classification methods

In this study, we constructed a TV-NN to classify mam-
mograms. In order to find the correspondence between the
two-view mammograms, the network used the GRU module
to fuse the features of the two-view mammograms. In addi-
tion, we also verified the effectiveness of a multi-view network
pre-training strategy. In order to prove the advancement of
our proposed method, we compare our proposed method with
the method of classifying mammograms using deep learning in
recent years.

Some researchers use different CNN models and different
fine-tuning strategies in the mammograms classification task to
improve the classification performance of the network. Ragab
etal. [30] manually cut the area of interest, and used an AlexNet



LIET AL. 465
0.96 1.0
0.95

z

& 0.94

=

g 093 0.

<

092
0.91
2

0.96
0.95
0.94
0.93
0.92F
0.91 )

Recall

k
(b)

FIGURE 12 The classification performance of TV-NN using k-fold
(k=3,5,0,8,9,10, 12) cross-validation. The figure shows the mean and stan-
datd deviation

based on fine adjustment to extract features of mammograms.
They replaced the last fully connected layer in the network
with an SVM structure and used SVM as a classifier to clas-
sify mammograms. Aboutalib et al. [37] explored the impact
of four different training strategies on mammograms classifi-
cation. They used the AlexNet as a feature extraction network
and classify images through the softmax function. However,
AlexNet is an earlier CNN model and its classification accu-
racy is not as good as some new CNN models. Lenin et al.
[38] compared four currently popular network models which
are MobileNet, ResNet50, Inception V3 and NasNet. ResNet50
achieved the best classification results in the classification task
of mammograms. Recently, some researchers have tried to use
feature fusion to make the network focus on a wider range
of image features and improve the classification performance.
Arora et al. [17] combined the five CNNs of AlexNet, VGG16,
GoogleNet, ResNet18, and Inception to build a holistic model
to extract image features. They concatenated the feature maps
extracted from different CNN models into one feature map.
However, it increased the number of network parameters and
limited the classification performance of the network. Khan
et al. [39] cropped four image patches from bilateral mammo-
grams and classified the mammograms in three stages. Although
the method proposed by them has achieved good results in
the classification of normal and abnormal images, this method
limits the performance of benign and malignant classification.
The big reason is that most lesions appeat only in one breast.
Carniero et al. [40] extracted the features of the original images
from two perspectives, mass segmentation images and microcal-
cification segmentation mask images, and finally input the multi-
view features into a CNN model for breast cancer risk predic-
tion. Carneiro et al. [41] used whole mammograms from two
views and corresponding segmentation maps to classify breast
cancer. They used a network pre-trained with a large visual
dataset to extract image features, and explored the effect of dif-
ferent fine-tuned layers on classification performance. Due to
the obvious difference between medical and natural images, a
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FIGURE 13  Classifier’s accuracy curve of training and validation results.

(Each curve is generated by taking the average of the result of k-fold cross-
validation)

network pre-trained with natural images cannot extract features
from medical images well. Gao et al. [42] proposed a shallow-
deep CNN (SD-CNN) to classify mammograms. Shallow CNN
is used to synthesise the reconstructed image, and deep CNN
is used to extract the features of the image. The features of the
reconstructed image and the original image ate combined for
benign and malignant classification of breast images.

We compared our proposed method with the above meth-
ods, and the compatison results ate shown in Table 6. Com-
pared with the single-view image classification network, our
proposed two-view feature fusion classification network can
pay attention to the features of images from different views at
the same time. And compared with the simple feature fusion
method, our proposed GRU-based feature fusion method has
obvious advantages in classification performance. It can be



466

LI ET AL.

TABLE 6 Comparisons with state-of-the-art mammograms classification
methods
Evaluation Metrics
Method Dataset Accuracy Recall AUC
Ragab et al. [34] DDSM 0.872 0.763  0.940
Aboutalib et al. [35] FFDM + DDSM - - 0.780
Lenin et al. [30] CBIS - DDSM 0.784 - -
Arora etal. [15] CBIS - DDSM 0.880 0.910  0.880
Khan et al. [37] CBIS — DDSM + MIAS  0.776 0.818  0.920
Carniero et al. [38]  INbreast + DDSM - - 0.910
Carneiro etal. [39]  DDSM - 0.940  0.910
Gao et al. [40] INbreast 0.840 - 0.870
Our proposed DDSM 0.947 0.941  0.968
TABLE 7  List of abbreviations
Abbreviation Full name
CNN Convolutional neural network
RNN Recurrent neural network
CcC Craniocaudal
MLO Mediolateral oblique
GRU Gate recurrent unit
DDSM Digital database for screening mammography
CAD Computer aided diagnosis
TV-NN Two-view neural network
BC-CNN Based classification convolutional neural network
ROC Receiver operating characteristic
AUC Area under curve

concluded from the comparison in Table 6 that compared with
the more advanced research, the proposed method has a signif-
icant improvement in overall classification performance.

5 | CONCLUSION

This study proposed a new architecture TV-NN for the benign
and malignant classification of mammograms. In particular, the
BC-CNN proposed is a new CNN structure used to extract fea-
tures of images. Deep featutes of two-view mammograms atre
extracted and features of the two images are fused by GRU
based on spatial correlation between different views. Exper-
imental results show that our proposed method has stability
and generalisation, and has achieved good classification perfor-
mance on the DDSM database. The idea is to help physicians
diagnose breast cancer as benign or malignant, thereby saving
medical resources. Based on the experimental results, TV-NN
is superior to the existing research methods, and its accuracy,
recall and AUC are 0.947, 0.941 and 0.968, respectively.

Although our study has achieved good results, there is
still room for improvement. Our proposed method is semi-
automated and requires manual cutting of the breast-mass area.
In the future study, we hope that the location of the breast mass
can be automatically determined by a computer-aided system.
In addition, we believe that a large amount of data can help
improve model performance. We will use more data from dif-
ferent databases to improve the classification performance and
generalisation ability of the model.
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